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Introduction

In an effort to assess the accuracy of survey estimates, researchers often compare estimates obtained from two or more sources.  For example, researchers will sometimes compare administrative records with estimates obtained from a survey (Groves, 1989).  In such cases, the administrative records are usually assumed to be more accurate, or what are often referred to as the “gold standard.”  Other times, researchers compare estimates against benchmarks, such as census or CPS data, which are assumed to be more accurate descriptions of the population due to better coverage.  Others still use re-interviewing techniques, where a respondent is asked the same question or set of questions on separate occasions. When differences between the first and second measures are found, the respondent is re-contacted and re-interviewed in order to reconcile the inconsistent responses.  These methods can be quite costly, impractical, or exceedingly burdensome not only to the researcher, but also to the respondent.  One other possible method, called repeated (or replicate) measurement suggests replicating similar questions, not over repeated trials, rather within the same survey or interview (Groves, 1989).  This method is somewhat similar to re-interviewing the respondent or the test-retest method.  This technique is often used in psychometrics and educational testing for the purpose of measuring a person’s attitudes, behaviors, or knowledge.  Slight changes in the wording of the questions are needed in order to mask the intentions of the researcher.  

In theory, repeated measures offer the analyst an opportunity to look closely at measurement error among the items.  When a set of questions are used to measure one particular trait, they are often referred to as parallel measures if it is expected that the measurement error (or precision) is the same for each of the items.  Following the notation used by Groves (1989), parallel measures can be described using the following equation:

[image: image1.wmf]im

ik

ikm

X

y

e

+

=

 and 
[image: image2.wmf]'

'

im

ik

ikm

X

y

e

+

=


where yikm and yikm’ are indicators (m and m’) of the kth underlying characteristic for the ith person; Xik is the true value of the kth characteristics for the ith person; and εim, εim’ are the random error terms for the two indicators.  In order for the measures to be parallel, the following assumptions must apply: E(εim)=E(εim’)=0, meaning that the indicators are measuring the same thing and have the same expected value;  Var(εim) = Var(εim’), or the indicators have the same variance and measure the underlying characteristic with the same amount of precision; and finally Cov(Xij, εim) = Cov(Xik, εim’) = 0, the error terms and true values do not covary.  The discussion by Groves also mentions that the error associated with each of the measures is not correlated, which is similar to the axiom of local independence (discussed further below).  It is noted by Groves that this assumption is quite restrictive and may not be met.  For example, one may expect that the correlation between the errors will be negligible when the items are placed further apart in the questionnaire.  Items closer together, however, may tend to show stronger correlations.  This may be particularly true if the items are subject to a social desirability bias.  In the presence of social desirability, the respondent may provide responses that deviate from their true score, and given the indicators are replicate measures, their errors are more likely to be correlated.  That is, if the respondent is concerned about telling the truth, this concern is likely to be reflected in all the items.  In addition, the fact that the replicate measures are alternately worded may suggest that the error distributions are unequal, violating the assumption that the items are parallel (as compared to being equal if the exact same question was asked multiple times in the same instrument).

As mentioned earlier, replicate measures found within the same survey are often employed to improve the accuracy of an estimate.  For example, the National Household Survey on Drug Abuse (NHSDA) used repeated measures to estimate marijuana usage as recently as 1999.
  The 1999 NHSDA asked a set of questions about recency, frequency, and other behaviors related to marijuana use.  The overall prevalence rate was calculated using information from this set of questions, rather than relying on a single indicator.  Specifically, respondents who answered positively to one of two questions were classified as users.  This, however, introduces the possibility of false positive and false negative responses, i.e., measurement error.  Biemer and Wiesen (2002) took a different approach to the NHSDA data, utilizing latent class analysis (LCA) to compensate for false positive and false negative responses and to produce a more accurate estimate.  Furthermore, the authors tested the hypothesis that the indicators, following a Markov process, were locally independent; that is, they tested whether the indicators were correlated.  Note here that the indicators used in the analysis were located in different parts of the survey, rather than together.  Contrary to their hypothesis, the latent class model ultimately selected did not allow for any correlations between the indicators (beyond that captured by the latent variable), supporting the conclusion that the assumption of local independence was adequate.  It was also found that the true prevalence rate of marijuana usage varied by age, race, and sex. 

Biemer and Wiesen leave open (and untested) the possibility that items in the same section of a survey (i.e., consecutive items) will show a stronger correlation than items spaced further apart.  Therefore, like Biemer and Wiesen, the present study attempts to model replicate measures using an LCA approach.  It is hypothesized, however, that items will be correlated with the first question in the set.  In other words, how a respondent answers the first item influences how he or she responds to subsequent items in order to keep their responses consistent.  Their approach, which is typical of LCA modeling, was to begin with a basic model and introduce correlated error terms and higher-order interactions.  The first model should test for zero correlations among the errors for any two indicators.  For the present study, data from the Youth Risk Behavior Survey (YRBS) will be used to test the assumption of local independence between a set of indicators.  Following a brief discussion on latent class analysis, we describe the YRBS survey and the data.
Latent Class Analysis
Latent class analysis is a technique that is very similar to factor analysis, the exception being that the latent variables are categorical in nature rather than following a continuous scale.  It is in the class of general linear models, in that it is an extension of a loglinear model utilizing both latent and manifest variables.  LCA is used to determine whether the cases can be classified into two or more different latent categories.   The theoretical background and model development methods are well documented in the literature (see McCutcheon, 1987; Hagenaars, 1993).  For illustration, the general form of a saturated probabilistic model with four indicators (A, B, C, D) and T categories of the latent characteristic, X is shown below,
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 denotes the probability that in the population a randomly selected individual scores (i,j,k,l) on the joint variable ABCD.  The probability of obtaining the score (i,j,k,l,t) on the joint variable ABCDX is indicated by 
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 is a conditional response probability, namely, the probability that an individual obtains the score A = i, given this person belongs to latent class t of X.  In order for the model to be identified, the parameters are restricted so that, for example, 
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, which indicates that both the sums of the latent class probabilities and the conditional probabilities are one.  The above model is shown in a probabilistic form.  However, the model can also be written in terms of a loglinear model, such as:
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or,
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     (1)
In shorthand, the above model can be written (in loglinear form) as {AX, BX, CX, DX}.  This is the standard model that incorporates the assumption of local independence.
In addition to the above restrictions, the axiom of local independence further restricts the indicators to have zero partial associations with each other.  In equation (1) above, this is reflected in the absence of interactions between any of the indicators.  However, Hagenaars (1988) described situations when this assumption can be relaxed, allowing for the possibility of correlation between indicators.  There are two types of this so-called local dependence model - symmetric and asymmetric dependence.  These two variations are best described using figures 1 through 3.  Figure 1 represents the axiom of local independence in the relationship between latent variable X and four indicators (A,B,C,D).  The arrows represent the idea that each of the indicators is explained by its relationship to the latent characteristic.  There are no direct effects between any two of the indicator variables.  However, in Figure 2, we see an example of a symmetric model, where the local independence assumption is relaxed.  Here, the double arrows between A and B represent the correlation between the two and here it is assumed that A and B are not causally related.  Figure 3, on the other hand, shows an asymmetric relationship between A and B, where A is causally related to B.  For example, if A is a question item in a survey, and B is a second item preceded by A, one could make a case that the response to A influences the response to item B.  This may especially be true in the presence of social desirability, since one could expect respondents to try and be consistent in their responses, even if they are inaccurate.
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Figure 1. 


   Figure 2. 


Figure 3.
The latent class model described above can be extended to test several samples, or grouping variables, at one time.  For example, in the Biemer and Wiesen article, the authors tested their measurement model across age, race, and sex simultaneously.  This allows the analyst to test for interactions among the indicators, latent characteristic, and grouping variables.  The general probabilistic form of the model is,
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where πg|s is the conditional probability of an observation being in latent class g, given that it is in group s; and  πix|gs is the conditional probability that an observation from group s and class g will be at level x of indicator i.  Restrictions to maintain identifiability are, 
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 (i.e., for a given group, the probabilities of being in the different latent classes sum to 1).  Here, X represents the latent class, while A, B, and C are three separate indicators, or manifest variables.  The model can also be written using loglinear parameterization, with two levels of group s, and indicators Ah, Bj, Ck, and Dm as,
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where the following restrictions apply,
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where N is the superscript for the group effect.  As before, the model can also be written in shorthand as {AXN, BXN, CXN, DXN}.  

Youth Risk Behavior Survey
The Youth Risk Behavior Survey (YRBS) is sponsored by the Centers for Disease Control and Prevention and is designed to monitor behaviors that are related to causes of mortality, morbidity, and social problems among youth and adults (ages 12 to 21) in the United States.  Individual states (and some local agencies) are encouraged to utilize the YRBS in order to identify problems that need to be addressed.  Each state, however, is ultimately responsible for collecting its own data and sampling methodologies vary by state.  In general, however, classrooms are selected from a sample of schools, and each student within the classroom is asked to participate (with parental consent).
The YRBS dataset used for the current analysis includes 2003 data from four states and one large city.
  The general process used to create the public use files is to perform edits and imputation, followed by weighting procedures.  In the case of the YRBS dataset, however, inconsistent responses between specific sets of indicators, e.g. – the questions regarding sexual activity – are completely excluded from the weighting procedures and are eliminated from the final dataset.  Because of this procedure, the dataset used for this current analysis is simply the raw data file, and excludes any weights.  

The YRBS contains a set of seven items pertaining to sexual activity (see Appendix A for exact wording of items).  The instrument has been designed to exclude any skip patterns.  Because of this, respondents are provided with an opportunity to indicate he or she has never had sexual intercourse on each item, allowing them to be dichotomized into two categories: those who indicate they have never had sexual intercourse and those whose responses indicate that they have had sexual intercourse.
  In theory, one should expect these items to have consistent response patterns, although the original wording of the items differs and therefore the items may have different error distributions (i.e., the items are not necessarily parallel measures).  In addition, because the items appear within the same section of the same survey and are consecutive, I expect that the items may have correlated errors, meaning that mistakes made on one item should be correlated with errors made on the other items.  Also contributing to any correlation across items may be social desirability.  
When the dataset was examined, it was discovered that a small number of respondents clearly did not make any effort to answer the questions correctly.  For example, one respondent answered every item with the same response.  Therefore, the dataset was reviewed prior to the analysis, and any obvious response patterns (e.g., same response across all survey items, some alphabetical pattern, etc.) were removed from the dataset.  There were 14 records removed, resulting in a sample size of 5,834.
  The analyses are limited to the respondent population only.
Results
Gross Error Rates

Prior to performing the latent class analysis, comparisons of the gross error rates were conducted.  The gross error rates (calculated as the sum of the off-diagonal cell frequencies, divided by the sample size for each pairwise comparison) for all two-way comparisons are provided in Table 1.  The data show that in all but one case, adjacent indicators have lower error rates than non-adjacent indicators.  For example, the error rate between Q58 and any other item is lowest when compared with Q59 (i.e., error rate = 1.37).  The error rate increases from 1.37 percent for the Q58-Q59 comparison to 1.73 percent for the Q58-Q60 comparison, and so on.  The greatest error rate occurs among the Q58-Q62 pair, which is separated by three other items.  
Two other trends can be seen in Table 1.  One is that question 62 has the highest pairwise error rate with any of its prior items.  Looking at the row for item 62 in Table 1, it can be seen that these error rates are higher, and all error rates decline subsequently.  Second, when looking across the columns, the error rates for question 58 are higher than in any other column.  These findings suggest that questions 58 and 62 may be more problematic.  Potential reasons for this are provided in the next section.
Table 1. Gross error rates for two-way comparisons
	Item
	58
	59
	60
	61
	62
	63
	64

	58
	---
	
	
	
	
	
	

	59
	1.37
	---
	
	
	
	
	

	60
	1.73
	0.91
	---
	
	
	
	

	61
	1.80
	1.07
	1.09
	---
	
	
	

	62
	2.29
	1.72
	1.80
	1.80
	---
	
	

	63
	1.98
	1.35
	1.41
	1.48
	1.16
	---
	

	64
	1.67
	1.17
	1.28
	1.33
	1.58
	0.95
	---


Note: See Appendix A for exact wording of items.
After analyzing the gross error rates for the entire set of items, I examined the actual response patterns.  Table 2 provides a summary of the discrepancies found among all possible response patterns, for all students and separated by gender.  As expected, the vast majority of students provided consistent responses to the questions on sexual activity.  Although not shown in the table summary, almost 97 percent of responses were consistent across all seven items.  Of the patterns that were inconsistent, almost 82 percent were the result of a single discrepancy.  Of these, 49 percent occurred with either question 58 or 62 (e.g., patterns such as NNNNYNN and YNNNNNN).  Oddly, there were no occasions where a student gave discrepant responses to both questions 58 and 62.  Overall, inconsistent responses at either question 58 or 62 account for 40 percent of the total number of errors.  These results confirm that questions 58 and 62 may be problematic.  
It is also interesting to note that males gave more than twice as many discrepant responses than females.  Additionally, the response patterns for males included two discrepancies (22 percent) more often than female response patterns (10 percent).  In other words, when males give inconsistent responses, they seem to do it across more than one item.
Table 2. Discrepancies in response patterns: frequencies and percentages

	
	All Respondents
	Females
	Males

	Discrepancies
	Frequency
	Percent
	Frequency
	Percent
	Frequency
	Percent

	  One
	134
	
	81.7
	
	45
	
	90.0
	
	87
	
	77.7
	

	  Two +
	30
	
	18.3
	
	5
	
	10.0
	
	25
	
	22.3
	

	Total
	164
	
	100.0
	
	50
	
	100.0
	
	112
	
	100.0
	


Note: Row frequencies may not sum to total due to missing data.
Latent Class Analysis

I next attempted to model the measurement error of these replicate measures using latent class analysis.  In particular, four of the seven indicators regarding sexual activity, along with a grouping variable for sex (i.e., gender) were tabulated in a cross-classification table.  It should be noted that question 61 was omitted from the LCA models for several reasons.  First, the reference period for the question is the previous three months, whereas the other items span the respondent’s lifetime.  Second, and more importantly, I wanted to make sure that questions 58 and 62 were included in the analyses since they appear to be somewhat problematic.  Including all five indicators would have resulted in a large number of sampling zeros, spreading the data too thinly for reliable estimates. 
  When comparing the cross-classification table, item 61 resulted in many more sampling zeros than question 60 and was thus omitted.  

Using sex of the respondent as a grouping variable allowed the ability to test whether the measurement error model is the same for both males and females.  The grouping variable was included also because of the result that males tended to have higher numbers of discrepancies in their response patterns, as noted above.  Previous research has studied and shown social desirability can produce different biases in sexual activity reporting for males and females (Tourangeau & Smith, 1996).  Men tend to overreport, for example, the number of their sexual partners whereas women tend to underreport theirs.  Using the grouping variable, though, decreased the size of the joint frequencies in the fully crossed table.  Because of this, the same set of models was tested with and without the grouping variable for sex.  Furthermore, models both including and excluding the correlated error terms were compared.  Finally, the LCA model also allows the ability to estimate the classification errors (false positives and false negatives) and possibly identify weaker indicators of sexual activity.  The LCA models were tested using LEM software (Vermunt, 1997).

To test a latent class model, several pieces of information are considered.  First, the model must be identified, which means that there are more degrees of freedom than estimated parameters.  Second, one seeks a model with a likelihood ratio goodness-of-fit statistic (L2 ) value that is not significant – i.e., the p-value is greater than .05 (or .01 depending on factors such as sample size).  Finally, in comparing non-nested models, one should look for the lowest BIC and AIC values.  When the sample size is large, as is the case here, the BIC is particularly useful because it “penalizes overparameterization by means of a logarithmic function of the sample size” (Lin & Dayton, 1997).  These three criteria were used to evaluate two sets of models.  The first set tests for a single latent variable (restricted to two classes) while the second set introduces a grouping variable for respondent gender.  The same approach was taken in both sets – i.e., starting with a basic latent class model, which assumes local independence, followed by models that relax this assumption.
One final point to be made has to do with the cell counts.  Because we could expect (and actually found) the number of gross errors to be small and also because the data are not weighted, several of the joint cell counts are small.  In fact, when adding the grouping variable to the second set of models, several sampling zeros occur in the cross-classification table.  To account for this, a common remedy is to add a value of 0.5 to each cell count (Knoke & Burke, 1980).  The implications of the small expected frequencies are discussed further below.
Single latent variable model.  The simplest model tested is the unrestricted latent class model, which assumes that the indicators are locally independent and that each is directly related to the latent variable, X (see figure 1 above).  These are the typical assumptions made in an LCA and are often a starting point for the modeling procedure (Hagenaars, 1990).  Here, it is assumed that the true score represents whether the respondent has ever had sex, which in turn directly determines how the respondent answers each of the four questions.  In the absence of any measurement error we would expect this model to fit.  However, from Table 3 it can be seen that model 1 does not fit the data well, with an L2 value of 108.6, df=6, and p-value of 0.0000.  


The assumption of local independence is quite restrictive; I next examined models that relax this assumption and test whether the indicators have correlated errors.  Model 2 tests the hypothesis that the manner in which a student responds to the first question on sexual activity influences how he or she responds to subsequent items.  This corresponds to the AB, AC, and AD parameters.  In addition, model 2 allows for a direct relationship between BC, and CD.  In other words, model 2 tests the hypothesis that each item is correlated not only with the first one (i.e., question 58) but also with the item immediately preceding it.  Model 2 fits the data well.  The L2 value is 0.1716, and the p-value is equal to 0.6787, although only one degree of freedom remains.  
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Model 3
Single latent variable model with grouping (simultaneous LCA model).  As mentioned, models 1 and 2 only test within a single sample.  To test the hypothesis that males and females respond differently to the same set of questions, a grouping variable for gender was added to each of the remaining models.
  Model 3 in Table 3 is therefore similar to model 1, with the addition of the gender term or grouping variable, S.  This is what is referred to as the group homogeneity test, because here it is assumed that although the latent class probabilities may vary by gender, the indicators do not.  Model 3, which has L2 = 163.11, df=20 and p = 0.0000 does not fit the data well and indicates that the error distributions do vary by sex for at least one of the indicators.  
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Model 5

Next, three-parameter interactions were tested among each of the indicators, the latent variables, and the grouping variable.  Model 4 allows the error distributions for each indicator to vary simultaneously among gender and the latent characteristic, in addition to the AB,AC,AD, BC, and CD parameters.  However, model 4 resulted in a boundary issue,
 which is likely the result of extremely small cell sizes (or even empty cells).  When a so-called boundary estimate occurs, it is likely because the expected cell frequencies are too low to render any reliable parameter estimates.  Given the higher-order interaction and additional parameters, this is a plausible assumption.  Because of the boundary issue, the resulting parameter estimates associated with model 4 are unreliable.  

Models 1 and 3 did not fit the data well, and model 4 resulted in boundary estimates.  Model 2, however, fit well and is consistent with earlier findings.  Although this model appears to be an adequate representation of the relationships among indicators, some caution is warranted.  First, the model is complex, resulting in a single degree of freedom.  Second, according to previous research (see for example, Poon, Tang, & Wang, 2003; Reiser & Lin, 1999), when cell counts are sparse the chi-square approximation for traditional goodness-of-fit statistics (e.g., the likelihood ratio) will not be valid.  In addition, the parameter estimates and ultimately the conditional probabilities may be affected.  Although the data technically are not sparse, the likelihood ratio and conditional probabilities may still be slightly affected by small expected cell frequencies.  

Two latent class variables.  Although model 2 appears to be the best model, one final hypothesis was tested.  Instead of testing for direct relationships between each of the indicator variables, one could imagine that a second latent variable may contribute to the association between the indicators.  It was hypothesized, then, that along with the true score latent characteristic, X, a second latent variable for social desirability, Y, would also account for any relationships between the indicators.  Model 5 in Table 3 represents this hypothesis.  However, when testing the hypothesis that social desirability has only two levels, at least one model parameter resulted in a zero estimate.  Therefore, no further models with a second latent variable were tested.
Table 3.  LCA Models

	Modeling 58-59-60-62
	DF
	Number of parameters
	L2
	p-value
	BIC
	AIC

	Model 1 {AX, BX, CX, DX}
	6
	10
	108.6
	0.0000
	56
	96

	Model 2 {AX, BX, CX, DX, AB, AC, AD, BC, CD}
	1
	15
	0.1716
	0.6787
	-8
	-1

	
	
	
	
	
	
	

	Modeling 58-59-60-62 by sex
	
	
	
	
	
	

	Model 3 {XS, AX, BX, CX, DX} – group homogeneity test
	20
	12
	163.11
	0.0000
	-9
	123

	Model 4 {AXS, BXS, CXS, DXS, AB, AC, AD, BC, CD}1
	7
	25
	12.48
	0.0857
	-47
	-1

	
	
	
	
	
	
	

	Modeling 58-59-60-62 and two latent variables, X and Y
	
	
	
	
	
	

	Model 5 {AX, BX, CX, DX, AY, BY, CY, DY}1
	1
	15
	4.54
	0.0329
	-4
	2


1 One parameter is nearly boundary and therefore unreliable.
Latent Class Output.  Under the assumption that model 2 is correct, Table 4 shows the false positive and false negative error rates for each of the four indicators, given a true score value (as predicted by the LCM).  From this it appears there is some overreporting of sexual behavior in the YRBS.  The false positive rates are much larger than the false negative rates.  The false positive rate for question 62 is greater than 4.5 percent, whereas the false negative rate is less than half of one percent.
Table 4. Latent Class Output: False positive and false negative rates
	True Score
	Observed Score
	False Positives (percent)

	No (X=1)
	Q58=Yes (A=2)
	3.42

	
	Q59=Yes (B=2)
	2.99

	
	Q60=Yes (C=2)
	3.60

	
	Q62=Yes (D=2)
	4.53

	
	False Negatives (percent)

	Yes (X=2)
	Q58=No (A=1)
	0.47

	
	Q59=No (B=1)
	0.34

	
	Q60=No (C=1)
	1.41

	
	Q62=No (D=1)
	0.47


Discussion

The analyses contained in this paper further the research of Biemer and Wiesen (2002), who found that replicate measures located in separate sections of a survey did not necessarily have correlated error terms.  The analyses above looked at replicate measures located in the same section of a single survey.   Potential problems with two of the indicators were also found.

Because the items on sexual activity are located in a single section in the YRBS survey, I hypothesized that the error distributions of the items would be correlated.  Two sets of models were tested where the difference was the inclusion/exclusion of the grouping variable for the respondent’s sex.  After rejecting the two models that represented no correlations between the errors in the indicators, other models introduced parameters to test for local dependence.  The final model, which supports the hypothesis of correlated errors, suggests that there is an anchoring effect with the first item, and also adjacent items.  The respondent’s answer to the first question (i.e., question 58) affects responses to subsequent items on sexual activity.  In addition, adjacent items appear to have an affect on subsequent indicators.  This pattern is supported by previous literature that suggests how people bring their responses in line with one another for consistency.  According to Converse and Presser (1986), for example, “as a general rule…items affect one another mainly when their content is clearly related…or when the answer to one question has an obvious implication for the answer to another,” (pg. 40).  A follow-up question in this case is why people answer falsely in the first place.  Although the answer to that question is beyond the scope of this analysis, a likely culprit is the social desirability effect (see Fowler, 1995; Tourangeau, Rips, & Rasinski, 2000).  Students who feel to respond a certain way due to social pressures may be likely to do so consistently.

A second hypothesis was that the items would not have parallel error distributions.  Because the wording of each of the items is different and because each was reduced to a dichotomous variable, it was expected that the false positive and false negative rates would vary by item.  Overall, this hypothesis was also supported by the best fitting LCA model.  Each indicator had higher false positive rates than false negative rates, where the false positive rates were in the range of 3 to 4 percent.  It was found that question 62 (i.e., “Did you drink alcohol or use drugs before you had sexual intercourse the last time?”) had the highest potential for overreporting, approximately 4.5 percent (which is unweighted).  Although some of this may be balanced by the false negative rate, there still may be potential for bias.  One rationale for this finding may be that the question asks about two sensitive behaviors, sexual activity and alcohol/drug use, whereas the other items refer only to sexual activity.
As mentioned, LCA can be used to determine whether an indicator is an accurate measure of the true score.  The YRBS relies on a single item to estimate the prevalence of sexual activity among youth.  In practice, the estimates exclude any responses that are inconsistent with subsequent items.  For example, if a respondent indicates he or she has never had sexual intercourse in question 58, but responds to the next question (i.e., question 59) that he or she has had two sexual partners, the data are excluded from the estimates.  The accepted LCM showed that if these responses were included in the estimates of sexual activity, the estimates may be biased toward overreporting. 
The analyses presented in this paper would have benefited greatly by incorporating weighting adjustments to the data.  Patterson, Dayton, and Graubard (2002) showed that weighting adjustments can be used in conjunction with a latent class analysis to provide more accurate standard errors.  However, when analyzing the YRBS data the weights may reduce the amount of sparseness found in the cross-classification table.  In addition, using the weighted data (along with, perhaps a greater sample size) may allow for the inclusion of more indicator variables and/or other grouping variables in the LCM.  There was some evidence that the error rates for males and females varied across indicators.  When the grouping variable for sex was included in the model, the local independence assumption was rejected.  Unfortunately, subsequent models testing for gender differences among the indicators were not possible due to a lack of statistical power.  Perhaps a weighted dataset containing more respondents would yield more significant results.
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 Appendix A
	Q58.
	Have you ever had sexual intercourse?

	
	A
	Yes

	
	B
	No

	
	

	Q59.
	How old were you when you had sexual intercourse for the first time?

	
	A
	I have never had sexual intercourse

	
	B
	11 years old or younger

	
	C
	12 years old

	
	D
	13 years old

	
	E
	14 years old

	
	F
	15 years old

	
	G
	16 years old

	
	H
	17 years old or older

	
	

	Q60.
	During your life, with how many people have you had sexual intercourse?

	
	A
	I have never had sexual intercourse

	
	B
	1 person

	
	C
	2 people

	
	D
	3 people

	
	E
	4 people

	
	F
	5 people

	
	G
	6 or more people

	
	

	Q61.
	During the past 3 months, with how many people did you have sexual intercourse?

	
	A
	I have never had sexual intercourse

	
	B
	I have had sexual intercourse, but not during the past 3 months

	
	C
	1 person

	
	D
	2 people

	
	E
	3 people

	
	F
	4 people

	
	G
	5 people

	
	H
	6 or more people

	
	

	Q62.
	Did you drink alcohol or use drugs before you had sexual intercourse the last time?

	
	A
	I have never had sexual intercourse

	
	B
	Yes

	
	C
	No

	
	

	Q63.
	The last time you had sexual intercourse, did you or your partner use a condom?

	
	A
	I have never had sexual intercourse

	
	B
	Yes

	
	C
	No

	
	

	Q64.
	The last time you had sexual intercourse, what one method did you or your partner use to prevent pregnancy? (Select only one response.)

	
	A
	I have never had sexual intercourse

	
	B
	No method was used to prevent pregnancy

	
	C
	Birth control pills

	
	D
	Condoms

	
	E
	Depo-Provera (injectable birth control)

	
	F
	Withdrawal

	
	G
	Some other method

	
	H
	Not sure




































































� The NHSDA changed to computer-assisted self-interview following the 1999 collection cycle.


� Because of the sensitive nature of the survey, the raw data were provided for the present study with the understanding that the four states and city would not be identified.  Additionally, these data were provided prior to any standard analyses and therefore no descriptive statistics such as response rates were available.


� Although the responses to these items have been dichotomized in such a way as to render them replicate measures of sexual activity, this was not the intent of the original survey items.


� The sample size includes missing data.


� In fact, the LCA models were tested while including question 61, which resulted in boundary estimates.  These issues are discussed further below.


� Adding a grouping variable also increases the degrees of freedom.


� The maximum likelihood estimate reaches a value of 0 or 1 before the model converges.
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